CHE 322 – Numerical Methods

Spring 2016

ChE 322 - Numerical Methods for Process Analysis and Design
Course Description: 

Systems of linear and non-linear algebraic equations; polynomial and spline interpolation; numerical differentiation and integration; numerical solution of initial value and boundary value ordinary differential equation problems: accuracy and stability, step size control and stiffness; finite differences for the numerical solution of elliptic and parabolic partial differential equations: method of lines, explicit vs. implicit finite-difference methods; introduction to the finite element method (optional), optimization (optional). The course extends material on numerical methods and their implementation in MATLAB, covered in CHE 121, to address a variety of models of chemical engineering processes.
Instructor: 

Prof. A. Elkamel 

Office: E6 - 3008 

Phone: x37157
Email: I check my e-mail (aelkamel@uwaterloo.ca)  almost daily and try to   

respond in a reasonable amount of time.


Official Office Hours: 

Wednesdays - 11:20 a.m. – 12:30 p.m. or 

Fridays - 4:30– 5:30 p.m. or [by appointment]
Teaching Assistant:
Mohamed Elsholkami (melsholkami@uwaterloo.ca) 
Scheduled Sessions:
 
Lectures:


Wednesdays
[2:30 p.m.    -   4:20 p.m.] 
 
E6 - 2024


Fridays
[12:30 p.m.  -  2:20 p.m.]  

E6 - 2024

Tutorials:



Thursdays   
[12:30 p.m.  -  1:20 p.m.]  

E6 - 2024
Websites of Importance:

Course Information Posted On:  Uwaterloo - Learn
I will be making frequent use of the UWaterloo-Learn environment and I will be sending e-mails quite often to the class. So make sure you make a habit out of checking your e-mail and the information posted on the course website.
Course Reference Material:


Textbook (optional): “Numerical Methods for Engineers”, Steven C. Chapra and Raymond P. Canale, McGraw-Hill Book Company (any edition!!).
Other Useful References:

1. “Applied Numerical Methods for Scientists and Engineers”, S. Rao, Printice Hall.

2. “Numerical Methods for Engineers and Scientists” (1993), Joe Hoffman, McGraw-Hill Book Company.

3. “Numerical Methods for Engineers” (1996), Bilal Ayyub and Richard McCuen, Printice Hall

4. “Numerical Methods Using MATLAB” (1995), G. Lindfield and J. Penny, Ellis Horwood.

5. “MATLAB for Engineers” (1995), Adrian Biran and Moshe Breiner, Addison-Wesley.

6. “Numerical Methods for Chemical Engineers with MATLAB Applications”, Alkis Constantinides and Navid Mostoufi, Printice Hall 

7. “An Introduction to Numerical Methods for Chemical Engineers”, James B. Riggs, Texas Tech University Press.

8. “Applied Numerical Methods for Engineers”, Robert J. Schilling and Sandra L. Harris, Brooks/Cole.
Knowledge, Abilities and Skills Students Should Gain in this Course:

At the end of this course, the student should

1. Recognize the difference between analytical and numerical solutions.
2. Understand how conservation laws are employed to develop mathematical models of physical systems.

3. Recognize the distinction between truncation and round-off errors.
4. Understand how the Taylor series and its remainder are employed to represent continuous functions.

5. Be familiar with the concepts of stability and condition.
6. Understand the difference between bracketing and open methods for root location.

7. Understand the concepts of convergence and divergence.

8. Understand the concepts of linear and quadratic convergence and their implications for solution efficiencies.

9. Understand the interpretation of ill-conditioned systems and how it relates to the determinant.
10. Be familiar with terminology: forward elimination, back substitution, pivot equation, and pivot coefficient.

11. Realize how to use the inverse and matrix norms to evaluate system condition.
12. Realize how to use the inverse and matrix norms to evaluate system condition.

13. Understand how banded and symmetric systems can be decomposed and solved efficiently.
14. Understand why the Gauss-Seidel method is particularly well suited for large, sparse systems of equations.
15. Know how to assess diagonal dominance of a system of equations and how it relates to whether the system can be solved with the Gauss-Seidel method.
16. Understand the rationale behind relaxation; know where under-relaxation and over-relaxation are appropriate.

17. Understand why and where optimization occurs in engineering problem solving*.
18. Understand the major elements of the general optimization problem: objective function, decision variables, and constraints*.

19. Be able to distinguish between linear and nonlinear optimization, and between constrained and unconstrained problems*.

20. Be capable to solve for the optimum of single variable and multivariable functions*.

21. Understand the basic ideas behind the conjugate gradient, Newton’s, Marquardt’s, and quasi-Newton methods*.

22. Be able to set up and solve nonlinear constrained optimization problems using a software package*.

23. Understand the fundamental difference between regression and interpolation and recognize the liabilities and risks associated with extrapolation.

24. Understand the derivation of the Newton-Cotes formulas; know how to derive the trapezoidal rule and how to set up the derivation of both of Simpson’s rules.
25. Know the formulas and error equations for (a) the trapezoidal rule, (b) the multiple-application trapezoidal rule, (c) Simpson’s 1/3 rule, (d) Simpson’s 3/8 rule, and (e) the multiple-application Simpson’s rule. Be able to choose the “best” among these formulas for any particular problem context.

26. Understand the application of high-accuracy numerical-differentiation formulas.
27. Know the relationship of Euler’s method to the Taylor series expansion and the insight it provides regarding the error of the method.

28. Understand the difference between local and global truncation errors and how they relate to the choice of a numerical method for a particular problem.

29. Know the order and the step-size dependency of the global truncation errors for a numerical technique for solving differential equations and  understand how these errors bear on the accuracy of the technique.

30. Know how to apply any of the RK methods to systems of equations; be able to reduce an nth-order ODE to a system of n first-order ODEs.

31. Understand how adaptive step size control is integrated into a fourth-order RK method.

32. Recognize how the combination of slow and fast components makes an equation or a system of equations stiff.

33. Understand the distinction between explicit and implicit solution schemes for ODEs.
34. Understand the difference between initial-value and boundary-value problems.

35. Know the difference between multistep and one-step methods and understand the connection between integration formulas and predictor-corrector methods.

36. Know how to use software packages and/or libraries to integrate ODEs.

37. Recognize the difference between elliptic, parabolic, and hyperbolic PDEs.
38. Know the difference between convergence and stability of parabolic PDEs.

39. Understand the difference between explicit and implicit schemes for solving parabolic PDEs.

40. Recognize how the stability criteria for explicit methods detract from their utility for solving parabolic PDEs.
*optional material (if time permits)
Topics Covered:

Tentative (other topics will be added if time permits)

1. Introduction to numerical methods
2. Solution of nonlinear equations

3. Solution of simultaneous linear algebraic equations

4. Curve fitting and interpolation

5. Numerical differentiation

6. Numerical integration

7. Ordinary differential equations: initial-value problems

8. Ordinary differential equations: boundary-value problems

9. Partial differential equations
10. Optimization (if time permits)
Grading:

Quizzes
:
10%

Project

:
20%

Midterm
:
30%

Final

:
40%

Grades will be assigned on the basis of the final class average. I do not use a predetermined scale. 

In grading quizzes and examinations, the emphasis will be on a correct approach to the problem. A numerically correct answer derived from an unsound approach will receive little credit.
Homework:

Homework is an essential element in learning the type of material being taught in this course. Problems will be assigned regularly. To maximize your learning in this course, the solutions will be posted on the course web site. Homework will not be collected.
Reading Assignment:

For each lecture you should plan to spend two hours of reading your notes, handouts, and books. The best time to study is the same day as the lecture, so that no unclear points remain. Not keeping up is a sure way of failing to meet the course objectives.

Short Quizzes:

To make sure you are doing the assigned homework, announced and unannounced quizzes will often be given during the lecture or tutorial sessions. 
Exams:

All exams will be closed books, closed notes, unless otherwise indicated. Remember that according to university regulations the penalty for dishonesty is severe: at least failure of the course (not just the exam). Make-up exams will not be given. Any student who cannot take an exam as scheduled must make special arrangements with Dr. Elkamel before the exam is given.

The midterm exam is scheduled to be in class on June 15, 2016. The final examination will cover all material in the course, including any new material since the last hour exam. The final exam date and location will be announced later.

Project: 
A major component of the course requirements is a term project. The goal of the project is to allow you to apply the skills learned in this class in a way that is more closely related to actual engineering practice than a homework or exam. You have more time to complete the project, and have access to more resources than on an exam, but the scope of work is also greater and the expectations are higher. The project will be solved in groups of 3 or 4 students. 

The project consists of choosing a paper from the chemical engineering literature that involves modeling and numerical simulation. You are free to choose any topic you wish as long as it is related to chemical engineering. I will include some example papers on UW-learn under the directory: sample_papers but feel free to explore other topics as you desire. Given the relative short length of time you have to complete the project in, you should be careful in choosing your topic. You may also choose to work on an original problem that might lead to a publication. In such a case, your problem should also contain a modeling and numerical component.
Modeling Component:

· Identify the physical laws in deriving the model(s) in the paper.

· Identify all the dependent and independent variables and their physical meanings.

· Explain the meanings of each term in the model such as the rate of change with time, the source/sink term, etc.

· Explain each parameter in the model

Numerical Component:

· Implement the model discussed in your selected paper in MATLAB and submit an electronic version of your code along with your final report. Document your MATLAB program and make it easy to understand.

· Explain the reasons for choosing the numerical algorithm in your implementation.
· Reproduce the same results/graphs given in the paper you selected.
· Test the effect of various parameters in the model on the final results (i.e. conduct a sensitivity analysis study).

Other requirements:

· The project has to be typed and electronically submitted on UW-learn.

· The project is 20% of your final grade.

· The project should be done in groups of 3 – 4 students. Each group should submit only one copy of the final draft.

· Each group will make a 15 minute presentation at the end of the course. 
Extra Credits:

· Are there any assumptions in the model that should be waived? What is the resulting new model and solution to it?
· Can you improve the predictive ability of your model in simulating the process under consideration?

· Efficient implementation of your MATLAB program (e.g. Vectorization, memory pre-allocation, etc.).
· Possible extensions to the current work and potential for a publication.
Deadlines:

The project requires a proposal (5%), a progress report (5%), an oral presentation (40%), and a final paper (50%). Detailed guidelines on each of these are given below and grading rubrics will be provided so that you will know how you will be graded.

Proposal: Hand-in the title and source of the paper you selected or a description of the original research problem you decided to work on. Provide a list of student names of your group, your plan for each individual in the group, and the progress at that time by June 15. This will count for 5% or more of the overall project grade. The proposal should explain your project, what you plan to accomplish, and the parts of your project you anticipate will be most challenging (suggested length: one page). 

Progress Report: The objective of the progress report is to make sure you are on track. It will be due on July 3rd. Hand-in your draft, and the progress at that time, you should have about 50% done at this time. This will count for 5% or more of the overall project grade (suggested length: 1-3 pages).
Oral Presentation: Explain what you have done to the class. Please plan to speak for about 15 minutes, leaving room for a few questions afterwards. I will provide a sign-up sheet for presentations sometimes in early July.  Oral presentations will be scheduled during the last two weeks of the term. We might have to schedule some evening sessions. 

Final Report: The report should document the work you have done. There is no specific page requirement. Target the report to be in the format of a paper to be submitted to a reputable journal. Suggest a suitable journal and use the journal format.  As for report length, 20-25 single-spaced pages is a reasonable length (excluding tables, figures, and appendices). Your report should include an abstract, an introduction, a brief review of the mathematical concepts you used, a description of the method(s) you used, your results, and a conclusion. If you used any data or wrote any computer code (including MATLAB or GAMS), please include those in an appendix (if a data set is particularly large, no need to include it but load it to the drop box for the course under projects) As in the real world, presentation is important so be attentive to spelling, grammar, and consistency with mathematical notation and formatting. The report will be due during the finals’ week on August 7, 2016.
All project requirements should be submitted on-line in UWaterloo Learn. Submit your original word documents, power point presentation, and MATLAB or GAMS codes.

Department of Chemical Engineering

University of Waterloo
ChE 320 Final Report Evaluation Form
                             Spring 2016
	Students' Names:


	Project

Title:
	Evaluator:

	Category
	Typical Criteria for Judging Quality

(Please explain A++ and F grades)
	A++
	A
	B
	C
	D
	F
	Mark

	
	
	Out-standing
	Excel-lent
	Good
	Satisfactory
	Marginal
	Failure
	

	Content completeness, accuracy, and originality
	Appropriate title, clear problem statement, explains the relevance and importance of the topic, difficulty and originality of project (30%)
	15
	13.5
	12
	10.5
	7.5
	6
	

	Paper results and contributions
	Demonstration of appropriate methodology and approach to the proposed project. Has performed suitable analysis background review. Clear description of the modeling component and solution methodology.  All steps shown. appropriate technique chosen. Computer program is readable and runs without errors. Correct answers in agreement with results given in paper (for paper related projects). Relevant conclusions and recommendations(40%)
	20
	18
	16
	14
	10
	8
	

	Organization
	Proper abstract, good title, appropriately numbered (sub) sections with

descriptive titles, good transition between sections, use of diagrams and tables, good English (20%)
	10
	9
	8
	7
	5
	4
	

	Appropriately chosen and annotated bibliography items
	Includes a list of 10–15 references (from credible, peer-reviewed sources) related to the topic of the term paper. Follows appropriate citation and bibliography style (10%)
	5
	4.5
	4
	3.5
	2.5
	2
	

	
	Out of
	50
	
	
	
	
	Total:
	

	Extra credit
	Alternative solution and analysis of the problem, appropriate extension/improvement, worked on an original research problem.
	
	
	
	
	
	
	


Comments: 
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