Fluctuation correction for the order–disorder transition of diblock copolymer melts

I. INTRODUCTION

The phase behavior of block copolymer melts is understood to be universal, which implies that all systems can be represented by the standard Gaussian-chain model (GCM) in the limit of high molecular weight. The GCM is a minimal model that treats a melt as a system of noninteracting polymers. Note that the constant in the integral, $\chi_b/4$, is typically dropped, but it will become relevant when we equilibrate the domain size.\(^7\)

In SCFT, the free energy of the system is approximated by $F = H[w_-, w_+]$, where $w_-(r)$ and $w_+(r)$ denote the saddle point of the Hamiltonian. The saddle point is obtained by solving the self-consistent conditions $DH/DW_- = DH/DW_+ = 0$, where

$$\frac{1}{k_B T_0} \frac{DH}{DW_-} = \phi_- + \frac{2}{\chi_b} W_-, \quad \frac{1}{k_B T_0} \frac{DH}{DW_+} = \phi_+ - 1.$$  \hspace{1cm} (2)

In general, there are multiple solutions corresponding to different metastable phases; the one of lowest free energy represents the stable phase. Figure 1(a) shows the resulting mean-field phase diagram in terms of the effective $\chi$, which in SCFT is the same as the bare $\chi_b$. In addition to the classical lamellar (L), cylindrical (C), and spherical (S and Ss) phases, the diagram includes the gyroid (G) phase discovered in 1994\(^8,^9\) and the Fddd (O\(^{32}\)) phase discovered in 2007.\(^10\)
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However, contrary to experiments, only the spherical phases exhibit a direct transition with the disordered phase, apart from the critical lamellar–disorder transition at \( f = 0.5 \) [denoted by a dot in Fig. 1(a)].

Fluctuation corrections to the mean-field phase diagram were first addressed by Fredrickson and Helfand in 1987, using a Landau–Brazovskii theory. They showed that the corrections are controlled by the invariant polymerization index, \( \bar{N} = \bar{\rho}^2 \bar{N} \), where \( \alpha = [\bar{a}^3 + (1 - f)\bar{a}_0^3]^{1/2} \) is the average segment length. Typical values of \( \bar{N} \) range from 10^2 to 10^4. The initial calculation only considered the classical L, C, and S ordered phases, but Hamley and Podnêks extended it to include the gyroid phase, and Miao and Wickham later accounted for the Fddd phase. The resulting phase diagram is displayed in Fig. 1(b) for \( \bar{N} = 10^4 \). Consistent with experiments, the critical point is destroyed creating direct transitions between the different ordered phases and the disordered phase. Although it predicts that the approximations involved are only accurate for \( \bar{N} \geq 10^{10} \).

Field-theoretic simulations (FTS) provide a means of obtaining accurate fluctuation corrections, by simulating the Hamiltonian, \( H(W, W_r) \). However, standard simulation techniques are not applicable. Although the composition field, \( W_r(r) \), takes on real values, the pressure field, \( W_p(r) \), is imaginary, which leads to a complex-valued Hamiltonian and, thus, a Boltzmann weight that is not positive definite. Fredrickson et al. dealt with this by performing complex Langevin simulations (CL-FTS).

In 2008, Lennon et al. evaluated fluctuation corrections to the ODT of diblock copolymer melts using CL-FTS. The simulations predicted direct transitions between the disordered phase and the ordered lamellar, gyroid, and cylindrical phases. They never considered sufficient asymmetries to observe the spherical phase, nor did they consider the Fddd phase although it had been predicted by SCFT several years prior. The simulations, however, were limited to an invariant polymerization index of \( \bar{N} = 5.4 \times 10^5 \), which far exceeds that of experiments. They were unable to consider smaller \( \bar{N} \) because of an instability in the complex Langevin dynamics.

Delaney and Fredrickson have since tamed the instability by introducing compressibility and smearing the concentrations (or, equivalently, smearing the interactions), which allowed them to generate a phase diagram for \( \bar{N} \approx 10^3 \). However, their fluctuation corrections destroy the Fddd phase while still remaining insufficient to produce a direct gyroid–disorder transition. They suggested that the experimental observation of Fddd may be a result of conformational asymmetry (i.e., \( \bar{a}_1 \neq \bar{a}_0 \)), but this is hard to reconcile with the fact that Fddd has been identified on both sides of the phase diagram. If the asymmetry disfavors Fddd on one side, then it should favor Fddd on the other side.

Another suggestion was that the simple pairwise interactions used in the simulations may be insufficient to model PI-PS diblocks. Hopefully, this is not the case, as it would imply a breakdown in universality despite the reasonably high \( \bar{N} = 1.1 \times 10^5 \).

An alternative strategy in FTS is to perform a partial saddle-point approximation, where \( W_r(r) \) fluctuates while the pressure field follows its saddle point, \( w_s(r) \), which turns out to be real. Consequently, the resulting Hamiltonian, \( H(W', W'_r) \), is also real, which then allows for standard simulation techniques. Ordinary Langevin simulations (L-FTS) have so far proven to be the most efficient choice. Comparisons with CL-FTS have shown the partial saddle-point approximation to be relatively accurate. An important advantage of the approximation is that it removes the instability, facilitating simulations at lower \( \bar{N} = 3.2,9,10,27,28 \).

In FTS, the fields are represented on a discrete grid with some finite spacing, \( \Delta \). One might expect results to become increasingly accurate as \( \Delta \to 0 \), but this is not the case for the standard GCM due to an ultraviolet (UV) divergence. Olvera de la Cruz et al. were the first to investigate the divergence and showed that it could be removed by expressing results in terms of the renormalization interaction parameter,

\[
\chi = \left( 1 - \frac{6\bar{a}}{\pi} \Lambda^{-1/2} \right) \chi_0, \tag{4}
\]

where \( \bar{a} = 1.221 \) for cubic grids, \( \Lambda^{-1/2} = 1/\bar{a}^2 \) is the packing length, and \( \Lambda \equiv \pi/\bar{a} \) is a wavevector cutoff. Grzywacz et al. have since provided more rigorous evidence that the theory is indeed,
The simulations are generally conducted in orthorhombic boxes of size \( V = L_xL_yL_z \), using periodic boundary conditions. All spatially dependent quantities are specified at the vertices of an \( m_x \times m_y \times m_z \) grid with a regular spacing of \( \Delta_x = L_x/m_x \) in each direction \( x \). Hence, each grid point corresponds to a volume of \( V_{\text{cell}} = \Delta_x \Delta_y \Delta_z \).

The switch to discrete chains does not alter the Hamiltonian in Eq. (1), but it does change the statistical mechanics for the system of noninteracting polymers.28 Nevertheless, the calculation proceeds in much the same way. A partial partition function, \( q_i(r) \), is defined for the first \( i \) monomers of a discrete chain with its \( i \)th monomer constrained to position \( r \). However, instead of satisfying a diffusion equation, it satisfies the recursion relation

\[
q_{i+1}(r) = h_{i+1}(r) \int g(R)q_i(r-R)\,dR, \tag{7}
\]

subject to the initial condition \( q_1(r) = h_1(r) \).

The calculation also requires an analogous partial partition function, \( q^{(i)}_i(r) \), for the last \( N - i \) monomers of the chain, which is obtained by iterating

\[
q^{(i)}_{i+1}(r) = h_{i+1}(r) \int g(R)q^{(i)}_i(r-R)\,dR, \tag{10}
\]

starting from \( q^{(i)}_1(r) = h_1(r) \).

The recursion relation in Eq. (7) is calculated by switching back and forth between real and reciprocal space using fast Fourier transforms. The convolution integral is first evaluated in reciprocal space, where it reduces to a simple multiplication of \( g(k) = \exp(-a^2k^2/6) \) and \( q_i(k) \). The integral is then converted back to real space and multiplied by \( h_{i+1}(r) \) to give \( q_{i+1}(r) \). The second recursion relation in Eq. (10) is solved in an analogous manner.

Once both partial partition functions have been obtained, the single-chain partition function is given by

\[
Q = \frac{1}{V} \int q_i(r)q^{(i)}_i(r)\,dr. \tag{11}
\]

The integral can be evaluated using any value of \( 1 \leq i \leq N \), but one typically chooses \( i = N \). We also require the composition and total concentration in the system of noninteracting polymers, which are given by

\[
\phi_-(r) = \frac{1}{NQ} \sum_{i=1}^{N} q_i(r)q^{(i)}_i(r)/h_i(r), \tag{12}
\]

\[
\phi_+(r) = \frac{1}{NQ} \sum_{i=1}^{N} q_i(r)q^{(i)}_i(r)/h_i(r), \tag{13}
\]

respectively.

A. Langevin dynamics

As mentioned in the Introduction, we reduce the FTS to a single fluctuating field, \( W_-(\mathbf{r}) \), by applying the partial saddle-point approximation, whereby \( W_+(\mathbf{r}) \) is replaced by \( w_+(\mathbf{r}) \). The saddle point, \( w_+(\mathbf{r}) \), is updated every time \( W_-(\mathbf{r}) \) changes using Anderson mixing.29,42 Following an analogous implementation to that of Ref. 42, the iterations continue until the incompressibility condition, \( \phi_+(r) = 1 \), is satisfied to an error tolerance of \( \epsilon = 10^{-4} \).
A Markov sequence of equilibrated configurations is generated by evolving the remaining field, \( W_-(\mathbf{r}, \tau) \), using Langevin dynamics, 

\[
W_-(\mathbf{r}, \tau + \delta \tau) = W_-(\mathbf{r}, \tau) - \Lambda_1 \delta \tau + \mathcal{N}(0, \sigma),
\]

where \( \tau \) is the simulation time and \( \mathcal{N}(0, \sigma) \) provides a random number generated from a normal distribution of zero mean and \( \sigma^2 = 2 \delta \tau / V_{\text{cell}} \rho_0 \) variance. To improve accuracy, we apply the predictor–corrector algorithm.\(^{24,25} \) A predicted field at \( \tau + \delta \tau \) is first obtained using Eq. (14) with

\[
\Lambda_1 = \phi_-(\mathbf{r}, \tau) + \frac{2}{x_b} W_-(\mathbf{r}, \tau),
\]

and then, a corrected field is obtained with

\[
\Lambda_2 = \frac{1}{2} \left[ \Lambda_1 + \phi_-(\mathbf{r}, \tau + \delta \tau) + \frac{2}{x_b} W_-(\mathbf{r}, \tau + \delta \tau) \right],
\]

evaluated using the predicted field. Note that the predictor and corrector steps use the same random number.

The optimum step size, \( \delta \tau \), is determined by maximizing the ratio of simulation time to computational time, the latter of which is proportional to the cumulative number of Anderson mixing iterations, \( n_{\text{mix}} \). As illustrated in Fig. 2(a), the optimum value varies from \( \delta \tau N = 0.6 \) to 1.0 over the range of compositions considered in our study. It is also important to ensure that the finite size of \( \delta \tau \) does not significantly impact the accuracy of the algorithm. As a rule of thumb, the difference between \( \Lambda_1 \delta \tau \) and \( \Lambda_2 \delta \tau \) should be small relative to the typical change in \( W_-(\mathbf{r}, \tau) \), the magnitude of which is given by \( \sigma \). Figure 2(b) confirms that this requirement is well satisfied.

As usual, the Langevin dynamics are applied for a sufficient amount of time (e.g., \( \Delta \tau N \sim 10^5 \)) to equilibrate the system, before observables are sampled typically once every ten \( \delta \tau \) steps. To detect the ODT, we collect statistics for the structure function,

\[
S(k) = \frac{n}{(x_b V)} \langle |W_-(k)|^2 \rangle - \frac{1}{2 x_b N},
\]

over a duration of \( \Delta \tau N \sim 10^4 \).

**B. Effective interaction parameter**

Justified by our large \( \bar{N} = 10^{5} \), we use the linear approximation, \( \chi \approx z_{\infty} x_b \), for the effective interaction parameter. Here, \( z_{\infty} \) represents the relative number of intermolecular contacts of infinitely long polymers in an athermal melt. These limits correspond to zero fields, and thus, \( z_{\infty} \) can be calculated analytically, as outlined in Ref. 30. The calculation requires the probability, \( P_i \), that two monomers of a chain, separated by \( i \) bonds along the contour, occupy the same cell of the grid. Generalizing the previous result to our orthorhombic grid, we obtain

\[
P_i = \prod_a \frac{1}{m_a} \sum_{k_a} e^{-x_b^2 k_a^2 / l^2},
\]

which in the thermodynamic limit (i.e., \( m_a \to \infty \)) reduces to

\[
P_i = \prod_a \frac{1}{m_a} \sqrt{\frac{3}{2 \pi n a}} \text{erf} \left( \frac{\pi a}{\Delta a} \sqrt{\frac{i}{6}} \right).
\]

With this, we obtain

\[
z_{\infty} = 1 - \frac{1}{V_{\text{cell}} \rho_0} \left[ 1 + 2 \sum_{i=1}^{\infty} P_i \right],
\]

where the quantity in square brackets is the number of intramolecular contacts and \( V_{\text{cell}} \rho_0 \) is the total number of contacts experienced by a given monomer. Note that the intramolecular contacts include the term \( P_0 = 1 \) to account for self-interactions in the Gaussian-chain model.

The effectiveness of the calibration is well illustrated by comparing the structure function, \( S(k) \), at different grid resolutions. Figure 3(a) demonstrates what happens if the divergence is ignored. If \( \chi_0 N \) is simply held constant, the segregation will decrease as \( \Delta = L/m \to 0 \), which is evident by a reduction in the peak height.
FIG. 3. Structure function, $S(k)$, for symmetric diblocks obtained in a cubic simulation box of size $L/\Delta N = 3$ with different numbers of grid points, $m = L/\Delta$. (a) shows results for $\chi N = 9$ without any calibration, while (b) and (c) show results for $\chi N = 9$ defined by Eqs. (4) and (20), respectively. Arrows mark the peak height predicted by ROL.

This is partially corrected for in Fig. 3(b), where the comparison is performed at $\chi N = z_\infty \chi_0 N = 9$, using the $z_\infty$ from Eq. (4) derived for continuous Gaussian chains. This renormalization works well at low resolutions, where discrete chains are well approximated by continuous chains, but it fails for small $\Delta$. Figure 3(c) repeats the comparison, this time using the $z_\infty$ from Eq. (20) derived for discrete chains. This results in good agreement over the full range of resolutions. It is worth noting that the resulting peak height of $S(k)$ agrees reasonably well with the ROL prediction, which adds to our justification for the linear $\chi$. We have also performed similar tests for the ordered lamellar phase over the typical range of resolutions used in our simulations, and the predictions of $S(k)$ for different grids remain virtually indistinguishable.

C. Box-altering move

Equilibration of the domain size remains an outstanding problem for triply periodic phases, due to the fact that the UV divergence has a dependence on the density of grid points. However, Vorselaars et al. demonstrated an effective method for the lower-dimensional lamellar or cylindrical phase, which conserves the volume of the simulation box. To apply it, lamellae are oriented normal to the $x$ direction or cylinders are aligned with the $x$ direction. The periodicity is then equilibrated by allowing the aspect ratio $\lambda(\tau)$ of the box dimensions $L_x = \lambda L_{x,0}, L_y = \lambda^{-1/2} L_{y,0},$ and $L_z = \lambda^{-1/2} L_{z,0}$ to vary from its initial value, $\lambda(0) = 1$.

In the spirit of the Langevin simulations, we evolve $\lambda(\tau)$ according to

$$
\lambda(\tau + \delta\tau) = \lambda(\tau) - \frac{0.01}{nk_b T} \frac{dH}{d\lambda}, \quad (21)
$$

where 0.01 is large enough that $\lambda(\tau)$ reaches equilibrium quickly but small enough that simple Euler steps are accurate. In principle, Eq. (21) should include a noise term, but it is irrelevant because $\lambda(\tau)$ is just one degree of freedom among many. Figure 4 shows a sample run in a simulation box containing three lamellae, where the initial box size is obtained from SCFT (i.e., $L_x,0 = L_y,0 = L_z,0 = 3D_{SCFT}$). Once equilibrium is achieved, the preferred lamellar periodicity is determined from the average value of $L_x$ denoted by the dashed line (i.e., $D = \langle L_x \rangle/3$). Subsequent simulations are then run in simulation boxes of fixed dimensions commensurate with the preferred domain size.

FIG. 4. Box move showing the relaxation of the lamellar period at $\chi N = 12.8$ and $f = 0.5$, starting from the SCFT prediction, $D/R_0 = 1.435$. The dashed line denotes the equilibrated box size, obtained by averaging over large $\tau$. 
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The derivative of the Hamiltonian with respect to $\lambda$ in Eq. (21) is calculated analytically using

$$\frac{1}{n k_B T} \frac{dH}{d\lambda} = -\frac{1}{\lambda^3} \left( \frac{\partial Q}{\partial L_3} \frac{L_5}{2} \frac{\partial Q}{\partial L_5} \frac{L_7}{2} \frac{\partial Q}{\partial L_7} \right) + \frac{1}{V} \int \left( \frac{1}{4} - \frac{W^2(r)}{\lambda^6} \right) dr \times \frac{\partial \chi_0 N}{\partial \lambda}. \tag{22}$$

The partial derivatives of $Q$ with respect to the dimensions of the simulation box, $L_a$, are given by

$$\frac{\partial Q}{\partial L_a} = \frac{a^2}{3V L_a} \sum_{i=1}^{N-1} \int q_i(r) \frac{\partial^2 q_i'(r)}{\partial \alpha^2} h(r) dr,$$ \tag{23}

which we evaluate in reciprocal space using

$$\frac{\partial Q}{\partial L_a} = \frac{a^2}{3(2\pi)^3 V L_a} \sum_{i=1}^{N-1} \int q_i(k) \tilde{k}^3 g(k) q_i'(k) (-k) \tilde{k}. \tag{24}$$

The remaining partial derivative is evaluated holding $\chi = z_\infty \chi_b$ constant, for which

$$\frac{\partial \chi_0 N}{\partial \lambda} = \frac{\chi_0 N}{z_\infty} \frac{dz_\infty}{\lambda}. \tag{25}$$

Note that the $1/4$ in the integral of Eq. (22) was overlooked in earlier studies of the lamellar phase.\cite{1988JPhyA11601,1989JPhyA22357} Nevertheless, its effect proves to be relatively minor, and so, they would have still obtained sufficiently accurate lamellar periods.

### III. RESULTS

In our previous study\cite{2021JChemPhys154124902} of symmetric diblocks at $N = 10^3$, we located the ODT using continuous thermodynamic integration.\cite{2021JChemPhys154124902} Figure 5 demonstrates a similar attempt at $N = 10^4$, using the same step size of $\Delta \chi N = 10^{-6}$. The integration for the free energy of the lamellar phase, $F_{\text{lam}}$, starts from a lamellar morphology at $\chi N = 13.05$, which abruptly disorder at $\chi N \approx 12.66$, while the one for the disordered phase, $F_{\text{dis}}$, starts from a disordered morphology at $\chi N = 12.43$, which spontaneously orders at $\chi N \approx 12.89$. The relative free energies of the two phases are determined by thermodynamic integration from an Einstein crystal (not shown), which serves as a reference system of known free energy.\cite{2021JChemPhys154124902} Based on the calibration, the ODT (i.e., $F_{\text{lam}} = F_{\text{dis}}$) occurs at $\chi N \approx 12.68$. However, additional independent runs reveal that there is a significant error in this estimate. The problem is that the free energy difference is nearly an order of magnitude smaller than it was for $N = 10^3$. Nevertheless, the abrupt transitions between order and disorder bracket the equilibrium ODt within the interval $12.78 \pm 0.12$. Furthermore, reducing the integration step to $\Delta \chi N = 2.5 \times 10^{-7}$ narrows the interval to $12.71 \pm 0.01$, which provides a reliable and accurate estimate of the ODT.

Unfortunately though, the thermodynamic integration for non-lamellar phases proves to be problematic. The free energy curves become noisy with no well-defined kinks to indicate a switch in morphology. We attribute this to the relative ease of forming defects. Once a critical nucleus of the lamellar phase forms, the rest of the melt is quickly pulled into alignment forming a defect-free morphology, as evident by sharp kinks in the free energy curve. In contrast, a network phase, such as gyroid, forms with multiple low-energy defects that correct themselves in a prolonged series of small but sudden rearrangements, resulting in the noisy behavior.

While small free energies and a lack of metastability cause problems for thermodynamic integration, they are an advantage for another approach. The ease of forming defects limits the degree to which ordered phases can survive superheating (i.e., exist at $\chi N$ values below the ODT). Experiments typically determine the ODT by monitoring the disappearance of scattering peaks as the temperature is slowly increased. Similarly, we conclude that the best way to locate the ODT is to monitor the peaks of the structure function, $S(k)$, as $\chi N$ is slowly decreased. As we narrow in on the ODT, we can focus our computational resources on the most weakly segregated configurations to ensure that the peaks are in equilibrium.

### A. Lamellar–disorder transition

We begin by demonstrating our approach on the lamellar–disorder transition. The first step involves estimating the position of the ODT by performing scans up and down in $\chi N$, using cubic simulation boxes of $L_a = 3D_{SCFT}$. Once the approximate ODT is determined, the lamellar period, $D$, is refined using the box move. The equilibrium period is generally about 1% larger than the SCFT prediction. Next, starting slightly above the ODT, we evaluate the structure function, $S(k)$, at a series of $\chi N$ values separated by units of 0.1.

Figure 6 displays a sample of the $S(k)$ curves for $N_A = 40$. The solid triangles mark the expected peak positions for the lamellar phase. Strong lamellar peaks are observed at $\chi N = 13.7$, which gradually weaken as $\chi N$ is reduced and ultimately disappear at $\chi N = 13.1$. To ensure that the lamellar phase is, indeed, stable at $\chi N = 13.2$, we run the simulations for an extra $\Delta \tau N \approx 5 \times 10^5$. The peaks
FIG. 6. Structure function, $S(k)$, at a sequence of $\chi N$ values, calculated for diblocks with $N_A = 40$ and $N_B = 50$. For clarity, the curves for the ordered states exhibiting peaks are shifted up by an integer number of decades. The morphology (see the inset) and peak positions (triangles) confirm that the ordered state is lamellar.

remain, and thus, we conclude that the ODT occurs at $(\chi N)_{ODT} = 13.15 \pm 0.05$.

Table I lists the results for a range of compositions. For $N_A = 45$, the transition occurs at $(\chi N)_{ODT} = 12.75 \pm 0.05$, which is consistent with the metastability interval of 12.71 ± 0.01 produced by our slower thermodynamic integration. Thus, the calculations of $S(k)$ appear to be free of significant non-equilibrium effects. This should be even more so for the non-lamellar phases, where there is even less of a barrier to disordering.

B. Fddd-disorder transition

By $N_A = 38$, disordered melts no longer order into a lamellar morphology. Instead, they order into a network structure reminiscent of the Fddd phase, but of course, it cannot possibly have the correct symmetry on account of the cubic simulation box. SCFT predicts an orthorhombic unit cell of relative dimensions 1.00:2.02:3.57.

TABLE I Lamellar-disorder transitions, sizes of the simulation box, and the $z_{\infty}$ for our $40 \times 40 \times 40$ grid.

<table>
<thead>
<tr>
<th>$N_A$</th>
<th>$(\chi N)_{ODT}$</th>
<th>$L_0/R_0$</th>
<th>$z_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>12.75</td>
<td>4.36</td>
<td>0.765</td>
</tr>
<tr>
<td>44</td>
<td>12.75</td>
<td>4.36</td>
<td>0.765</td>
</tr>
<tr>
<td>42</td>
<td>12.95</td>
<td>4.37</td>
<td>0.766</td>
</tr>
<tr>
<td>40</td>
<td>13.15</td>
<td>4.38</td>
<td>0.767</td>
</tr>
<tr>
<td>39</td>
<td>13.35</td>
<td>4.39</td>
<td>0.768</td>
</tr>
</tbody>
</table>

FIG. 7. Analogous plot to that of Fig. 6, but for diblocks with $N_A = 38$ and $N_B = 52$. The morphology (see the inset) and peak positions (triangles) confirm that the ordered state is Fddd.

Given that $D_y = 2D_x$, we switched to a simulation box with appropriate values of $L_x = L_y$ and $L_z$ for two unit cells of Fddd. Given the appropriate box, the disordered phase now spontaneously orders into the Fddd phase. The morphology is slightly distorted compared to the SCFT prediction, but the distortion vanishes when the dimensions of the simulation box are increased by a couple of percent.

The Fddd structure is then periodically repeated in the $x$ and $y$ directions to produce 8 unit cells in a simulation box that is relatively cubic. In the absence of the box move, we optimize the box size (with the fixed aspect ratios predicted by SCFT) by examining the Bragg peaks of $S(k)$. The peaks are found to be the strongest when the box is about 1.5% larger than the SCFT prediction, implying that the box is commensurate with the preferred dimensions of the morphology. Next, as we did for the lamellar phase, the structure function is calculated for a series of $\chi N$ values.

The curves for $S(k)$, some of which are plotted in Fig. 7, exhibit a large number of peaks as a result of the orthorhombic unit cell, but nevertheless, all the peaks coincide with the allowed crystallographic reflections of the Fddd space-group symmetry, which are marked by triangles. As before, the peaks weaken as $\chi N$ is reduced, eventually disappearing at $\chi N = 13.4$. The run at $\chi N = 13.5$ is equilibrated for a prolonged time to ensure that Fddd remains stable, implying an ODT of $(\chi N)_{ODT} = 13.45 \pm 0.05$. To further ensure that the box size is optimum, we confirm that increasing or decreasing the box size by 1% reduces the stability of Fddd. Table II lists the estimated ODT for several other compositions. Note that we were unable to locate an Fddd-disorder transition at $N_A = 39$; the Fddd phase converts to a lamellar morphology prior to disordering.
TABLE II. Fddd-disorder transitions, sizes of the simulation box \((L_x = L_y)\), and the \(z_\infty\) for our \(64 \times 64 \times 56\) grid.

<table>
<thead>
<tr>
<th>(N_A)</th>
<th>((\chi N)_{ODT})</th>
<th>(L_y/R_0)</th>
<th>(L_z/R_0)</th>
<th>(z_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>13.45</td>
<td>6.76</td>
<td>6.00</td>
<td>0.757</td>
</tr>
<tr>
<td>37</td>
<td>13.55</td>
<td>6.70</td>
<td>5.94</td>
<td>0.754</td>
</tr>
<tr>
<td>36</td>
<td>13.85</td>
<td>6.71</td>
<td>5.95</td>
<td>0.754</td>
</tr>
</tbody>
</table>

C. Gyroid-disorder transition

At \(N_A = 36\), a single unit cell of the gyroid phase spontaneously forms from disorder for cubic boxes in the range \(3.55R_0 \leq L_x \leq 3.83R_0\). For smaller boxes, a cylinder phase forms, and for larger boxes, we observe perforated lamellae. To better estimate the preferred size, we periodically double the simulation boxes in each dimension creating 8 unit cells of gyroid, and then, we equilibrate and evaluate \(S(k)\) at \(\chi N = 13.9\). Based on the peak amplitudes, we estimate the preferred size of the unit cell to be \(D = 3.66R_0\), which is about 3% larger than the SCFT prediction.

As before, we monitor the peaks of \(S(k)\) as \(\chi N\) is reduced. A sample of the results is plotted in Fig. 8, from which we estimate an ODT of \((\chi N)_{ODT} = 13.75 \pm 0.05\). Estimates for other compositions are listed in Table III. Based on these, gyroid is less stable than Fddd for \(N_A \geq 37\), but more stable for \(N_A \geq 36\). For \(N_A = 37\), the relative stability is closest, we test whether decreasing or increasing the box size of either phase by 1% enhances its stability. It, in fact, does not, illustrating again that our box sizes are close to optimum.

D. Cylinder-disorder transition

For the cylindrical phase, we start with an orthorhombic box of appropriate dimensions so as to spontaneously form one unit cell of cylinders oriented in the \(x\) direction. Once the cylinders form, we periodically repeat the morphology creating a box with 6 unit cells (see the inset of Fig. 9). The box move is then applied with the aspect ratio in the \(y-z\) plane fixed at \(L_y/L_z = 2/\sqrt{3}\). In this case, the equilibrium periodicity agrees with the SCFT prediction to within 1%. Once the preferred period is determined, the box dimensions are fixed, and \(S(k)\) is calculated for a series of \(\chi N\) values.

Figure 9 shows \(S(k)\) at several different values of \(\chi N\) for \(N_A = 30\). Interestingly, the usual Bragg reflections for the hexagonal symmetry are accompanied by weak secondary peaks at a slightly higher wavevector, \(k\). These are due to lateral fluctuations of the cylinders with a wavelength equal to \(L_x\). In an infinite box, these fluctuations would occur over a distribution of wavelengths and, thus, would not create separate peaks. Nevertheless, the ODT is clearly identified at \((\chi N)_{ODT} = 14.85 \pm 0.05\). Results for other compositions are listed in Table III.

### Table III. Gyroid-disorder transitions, sizes of the simulation box, and the \(z_\infty\) for our \(64 \times 64 \times 64\) grid.

<table>
<thead>
<tr>
<th>(N_A)</th>
<th>((\chi N)_{ODT})</th>
<th>(L_y/R_0)</th>
<th>(L_z/R_0)</th>
<th>(z_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>13.75</td>
<td>7.40</td>
<td>0.783</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>13.65</td>
<td>7.35</td>
<td>0.781</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>13.75</td>
<td>7.31</td>
<td>0.779</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>13.95</td>
<td>7.24</td>
<td>0.777</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>14.15</td>
<td>7.28</td>
<td>0.778</td>
<td></td>
</tr>
</tbody>
</table>

---

**FIG. 8.** Analogous plot to that of Fig. 6, but for diblocks with \(N_A = 36\) and \(N_B = 54\). The morphology (see the inset) and peak positions (triangles) confirm that the ordered state is gyroid.

**FIG. 9.** Analogous plot to that of Fig. 6, but for diblocks with \(N_A = 30\) and \(N_B = 60\). The morphology (see the inset) and peak positions (triangles) confirm that the ordered state is cylinders.
Table IV. Cylinder–disorder transitions, sizes of the simulation box \((L_x = 6.4R_0\) and \(L_z = \sqrt{3/4}L_y\)), and the \(z_\infty\) for our 64 × 48 × 48 grid.

<table>
<thead>
<tr>
<th>(N_A)</th>
<th>((\chi N)_{ODT})</th>
<th>(L_y/R_0)</th>
<th>(z_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>14.15</td>
<td>5.56</td>
<td>0.737</td>
</tr>
<tr>
<td>32</td>
<td>14.25</td>
<td>5.53</td>
<td>0.736</td>
</tr>
<tr>
<td>30</td>
<td>14.85</td>
<td>5.52</td>
<td>0.736</td>
</tr>
<tr>
<td>28</td>
<td>15.55</td>
<td>5.48</td>
<td>0.735</td>
</tr>
<tr>
<td>26</td>
<td>16.55</td>
<td>5.47</td>
<td>0.735</td>
</tr>
</tbody>
</table>

Table IV. When attempting to locate a cylinder–disorder transition at \(N_A = 35\), connections would form between the cylinders creating a network structure prior to disordering. Evidently, gyroid is preferred over cylinders at this composition, which is to be expected based on the SCFT phase diagram.

E. Sphere–disorder transition

When attempting to locate a cylinder–disorder transition at \(N_A = 24\), the cylinders pinch off into a series of spheres as \(\chi N\) is decreased. However, in this case, the spheres are unable to adopt a bcc lattice due to the orthorhombic simulation box. Therefore, we switch to a cubic box of appropriate size (based on SCFT) to form a single unit cell of bcc spheres. Once the spheres spontaneously form from disorder, the morphology is periodically repeated, creating a cubic simulation box of 27 unit cells. As before, the preferred size of the box is deduced by maximizing the strength of the scattering peaks. In this case, the preferred size is about 1% smaller than the SCFT prediction.

Figure 10 shows \(S(k)\) evaluated at a series of \(\chi N\) values, which imply an ODT of \((\chi N)_{ODT} = 18.05 \pm 0.05\), as listed in Table V. The simulation at \(\chi N = 18.1\) produces peaks consistent with the bcc spherical phase, as confirmed by inspection of the morphology (see the inset). However, increasing the segregation to \(\chi N = 18.2\) causes the spheres to fuse together forming cylinders oriented in the (111) direction. This is also accompanied by the extinction of Bragg reflections, leaving just the peaks consistent with the hexagonal symmetry. Interestingly, the morphology switches back to spheres when the segregation is returned to \(\chi N = 18.1\). Hence, this composition exhibits a relatively facile epitaxial \(C \leftrightarrow S\) transition at \((\chi N)_{ODT} = 18.15 \pm 0.05\).

F. Phase diagram

Figure 11 compares our ODT predictions to the mean-field phase boundaries from Fig. 1(a). As expected, the ODT is shifted upward relative to the mean-field prediction. Interestingly, the shift is reasonably uniform across the whole range of compositions considered in our study, which is consistent with particle-based simulations that observe shifts of 2.61\(^{48}\) and 2.65\(^{35}\) at \(f = 0.25\) and 0.5, respectively. However, the shift predicted by FTS is somewhat smaller by about 0.4, which we attribute to inaccuracy in the linear \(\chi \approx z_\infty \chi_b\).

As expected, the ordered phases along the ODT agree well with the relative stabilities predicted by SCFT. For most compositions,
the preferred morphology is obvious from the simulations, but at several compositions, there are closely competing morphologies. In most instances, the stable ordered phase can be ascertained based on which survives to lowest $\chi N$. The only exception is at $N_\Lambda = 34$ (denoted by a cross in Fig. 11), where the cylindrical and gyroid phases both remain stable down to $\chi N = 14.2$. Nevertheless, this is perfectly consistent with the fact that the ODT coincides closely with the C–G boundary in the SCFT phase diagram.

IV. DISCUSSION

Our predictions for the complex phase behavior agree nicely with experiments. It is well-established that fluctuations cause direct gyroid–disorder transitions, and this even appears to be the case for large PE-PEP diblocks of $N \approx 2.5 \times 10^5$. Although the experiments actually observe direct transitions with perforated lamellae instead of gyroid, this is understood to be a result of slow dynamics. Experiments\textsuperscript{18,22} and theory\textsuperscript{4} find that the perforated-lamellar phase is generally a metastable state that transforms to gyroid given sufficient time. More significantly, our study provides the first theoretical corroboration for the observation of the Fddd phase in PS-PI diblocks at an exceptionally large $\chi N = 5.4 \times 10^5$, where fluctuations are greatly reduced as are the potential differences between SCFT and FTS.

Not surprisingly, our FTS provide further confirmation that the Landau–Brazovskii theory used to generate the fluctuation-corrected phase diagram in Fig. 1(b)\textsuperscript{21} is seriously inaccurate. Just as it fails to predict stable spheres, it also fails to predict the Fddd phase. It does predict a gyroid–disorder transition, but with an unrealistically narrow width of $\Delta f \approx 0.004$. Furthermore, the Landau–Brazovskii theory significantly underestimates the fluctuation-induced shift of the ODT, as compared to our FTS as well as previous particle-based simulations.\textsuperscript{35,48,52–54}

It is also interesting to compare our results from Langevin FTS to those obtained from complex Langevin FTS.\textsuperscript{18,22} Although we cannot compare the relative shifts in the ODT because the CL-FTS have yet to be expressed in terms of an effective $\chi$, we can, nevertheless, compare the sequence of ordered phases along the ODT. The results of Lennon \textit{et al.}\textsuperscript{18} are reasonably consistent with ours, if one takes into account that their $N$ is much larger and that they did not consider the Fddd phase. Unfortunately, the accuracy of those results has now been called into question.\textsuperscript{32} Still, there are the more recent CL-FTS for $N \approx 10^4$ by Delaney and Fredrickson.\textsuperscript{22} However, the complex phase behavior is very different; they observe no Fddd phase nor even a direct gyroid–disorder transition.

One potential source of discrepancy with CL-FTS is the partial saddle-point approximation used by L-FTS. Given that fluctuations in $W_f(\mathbf{r})$ are expected to be far less important than those in $W_s(\mathbf{r})$, it is unlikely that this could be responsible for such serious qualitative differences. Indeed, past studies\textsuperscript{28,30} have found the partial saddle-point approximation to be accurate. The only evidence of inaccuracy\textsuperscript{29,30} has been the inability of L-FTS to capture the departure of $S(k)$ from the RPA prediction at small $\chi N$ as predicted by ROL.\textsuperscript{37,55} However, this inaccuracy is fairly mild even for $N \approx 10^5$ and virtually nonexistent for $N \gtrsim 10^7$.

The more significant sources of discrepancy are likely the differences between the models. We use discrete rather than continuous Gaussian chains, while Delaney and Fredrickson\textsuperscript{22} introduce compressibility and smear the interactions. It is important that none of these modifications to the standard GCM are so severe as to destroy universality. One can gauge their impact by examining the effect on the SCFT phase diagram. In this regard, the SCFT calculations in Ref. 38 demonstrate that the effect of using discrete chains is relatively minor for $N = 90$, which is also the case in particle-based simulations.\textsuperscript{5,6,52–54} Likewise, the compressibility used in the CL-FTS also appears to have a minimal effect. On the other hand, the smearing causes a considerable perturbation to the SCFT phase diagram. Its purpose is to remove the UV divergence, allowing for convergent results once the grid size becomes sufficiently small relative to the range of the interactions. However, for universality to hold, the range also needs to be small relative to all relevant coarse-grained length scales, including the width of the internal A/B interfaces. It seems that this may not have been the case. Unfortunately, a reduction in the range requires a similar reduction in the grid spacing, which is probably not computationally feasible.

The fact that the periodicities of our ordered phases coincide well with SCFT is consistent with previous FTS\textsuperscript{21} as well as numerous particle-based simulations.\textsuperscript{30,52–54} Delaney and Fredrickson also found similar agreement for the lamellar phase, which led them to use SCFT predictions for the non-lamellar phases. However, this is not equivalent. The former examples involve comparisons to SCFT predictions of the standard GCM evaluated at the effective $\chi$, whereas the agreement observed by Delaney and Fredrickson is for the SCFT of their modified model evaluated at the bare $\chi_0$. The former agreement is expected to be general, while the latter agreement may have occurred just because the comparison was performed at an exceptionally large $N = 5.4 \times 10^5$, where fluctuations are greatly reduced as are the potential differences between SCFT and FTS.

Our current study has improved the FTS by doing away with the continuous Gaussian chain, for which integrating over the contour represents a serious numerical challenge. In SCFT, accurate results are readily obtained using the pseudo-spectral algorithm combined with Richardson extrapolation,\textsuperscript{35,48} but in FTS, the fluctuations degrade the effectiveness of higher-order schemes such as Richardson extrapolation.\textsuperscript{21} In a previous study,\textsuperscript{13} we dealt with this by considering the numerical method and its finite integration step as part of the model, and then, we mapped the system back onto the standard GCM using the Morse calibration. Here, the issue is avoided altogether by switching to a chain of $N$ discrete beads. As previously mentioned, $N$ must be sufficient to ensure that universality holds. Particle-based simulations suggest that $N \gtrsim 30$ would suffice.\textsuperscript{35,48,52} but to be certain, we chose $N = 90$. This has the added benefit of providing finer resolution in composition, although increased resolution could also be achieved by blending diblocks of neighboring compositions,\textsuperscript{5} a strategy used in experiments.\textsuperscript{9}

As before,\textsuperscript{30} the modification of the model is compensated for by the Morse calibration. This time, however, we just use the linear $\chi = \chi_0 \chi_b$, which is expected to be reasonably accurate at $N \approx 10^4,30,35,53$. While the linear approximation can be calculated analytically, the nonlinear calibration requires simulations of $S(k)$ over the disordered phase.\textsuperscript{52} The computational cost would be considerable given that the calibration needs to be repeated for each different grid resolution. In any case, this would simply shift the ODT upward by some small amount and would not change the ordered phases along the ODT. We have, nevertheless, ensured that sufficient information regarding the grid resolutions is provided so that the nonlinear calibration could be performed at a later time.
V. SUMMARY

Using field-theoretic simulations (FTS),6,17 we evaluated the order–disorder transition (ODT) for diblock copolymer melts in invariant polymerization index $N = 10^4$. The ODT was located by examining the disappearance of peaks in the structure function, $S(k)$, in much the same way as it is detected in experiments. The symmetries of the ordered phases were identified by visual inspection of the composition field and confirmed by the peak positions of $S(k)$. Our results provide the first theoretical evidence that the complex Fddd phase in Fig. 1(a) survives fluctuation effects, consistent with its experimental observation in PS-Pi diblock melts.10,23 They also show that, even at the relatively large $N = 10^4$, fluctuations are sufficient to cause direct gyroid–disorder transitions, consistent with experiments of PE-PEP diblock melts.24 Note that the latter conclusion assumes that the perforated-lamellar phase observed in diblock melts is an intermediate state that eventually converts to the gyroid phase.19–21

Our implementation of FTS used a partial saddle-point approximation for the pressure field that enforces incompressibility,6,26 which removes an instability that hinders the fully fluctuating version of FTS.20,22 The approximation is expected to be accurate for the large $N$ considered in this study.6,26,28 We also switched the FTS model from continuous to discrete Gaussian chains, which removes the source of numerical inaccuracy associated with the usual integration along the chain contours. The polymer chains, nevertheless, contained an ample number of monomers, $N = 90$, to ensure that the simulations adhere to universality.

The change to discrete chains as well as the UV divergence were accounted for by a linear renormalization of the interaction parameter, $\chi \approx \sum_{0} \psi_{0}$, where $\sum_{0}$ is the fraction of intermolecular contacts in the limits of $\psi_{0} \to 0$ and $N \to \infty$.1 Comparison of our ODT with universal predictions at $f = 0.5$26 and $f = 0.25$ indicates that the linear approximation causes a small underestimation of $(\chi N)_{ODT}$ by about 0.4. The Morse calibration24 could provide a more accurate nonlinear $\chi$ by matching the peak of the disordered-state structure function, $S(k)$, to ROL predictions, as illustrated in Ref. 30. Nevertheless, this would not alter the sequence of ordered phases along the ODT, and therefore, we leave it for future consideration.
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